Validating Quantitative Untargeted Lipidomics Across Nine Liquid Chromatography–High-Resolution Mass Spectrometry Platforms
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ABSTRACT: Liquid chromatography–mass spectrometry (LC–MS) methods are most often used for untargeted metabolomics and lipidomics. However, methods have not been standardized as accepted “best practice” documents, and reports lack harmonization with respect to quantitative data that enable interstudy comparisons. Researchers use a wide variety of high-resolution mass spectrometers under different operating conditions, and it is unclear if results would yield different biological conclusions depending on the instrument performance. To this end, we used 126 identical human plasma samples and 29 quality control samples from a nutritional intervention study. We investigated lipidomic data acquisitions across nine different MS instruments (1 single TOF, 1 Q/orbital ion trap, and 7 Q/ToF instruments). Sample preparations, chromatography conditions, and data processing methods were kept identical. Single-point internal standard calibrations were used to estimate absolute concentrations for 307 unique lipids identified by accurate mass, MS/MS spectral match, and retention times. Quantitative results were highly comparable between the LC–MS platforms tested. Using partial least-squares discriminant analysis (PLS-DA) to compare results between platforms, a 92% overlap for the most discriminating lipids based on variable importance in projection (VIP) scores was achieved for all lipids that were detected by at least two instrument platforms. Importantly, even the relative positions of individual samples on the PLS-DA projections were identical. The key for success in harmonizing results was to avoid ion saturation by carefully evaluating linear dynamic ranges using serial dilutions and adjusting the resuspension volume and/or injection volume before running actual study samples.
point calibration measures can be extended to isotope-dilution calibration curves.\textsuperscript{22}

As a caveat, one-point calibrations are estimates, not fully validated concentrations. For instance, instrument responses for saturated and unsaturated phospholipid species decrease with increasing acyl-chain length, affecting accurate concentration estimations.\textsuperscript{28} Second, peak intensities vary markedly, even within each lipid class, depending on the solvent mixtures at the point of electrospray ionization. For this reason, one-point lipidomic quantifications will yield different results between reversed-phase liquid chromatography (RPLC) and hydrophilic interaction chromatography or normal-phase liquid chromatography (NPLC) methods that separate lipids mainly according to classes of polar head groups.\textsuperscript{5,17}

While harmonizing lipidomic reports is under way with respect to naming and annotating lipids,\textsuperscript{18,20} it is unclear if results yield different biological conclusions depending on the high-resolution mass spectrometer used in LC–MS-based untargeted lipidomics. Despite strides made to standardize untargeted lipidomics, the type of mass spectrometer used across laboratories can never be fully standardized. To this end, we tested nine different instruments from four mass spectrometry manufacturers, using identical samples, sample preparations, chromatography, and data processing methods. We employed a quadrupole/orbital ion trap, a time-of-flight (TOF) and 7 different quadrupole/TOF mass spectrometers, operating at mass resolving power from 10000 to 62000 full width at half-maximum (fwhm), mass accuracy better than 1–5 ppm, and a linear dynamic range of 3–4 orders of magnitude. Our results are the first to provide a thorough investigation of this issue on a large-scale multi-instrument study.

\section*{Experimental Section}

\textbf{Chemicals.} LC–MS-grade solvents and mobile phase modifiers were obtained from Fisher Scientific, Waltham, MA (water, acetonitrile, and methanol) and Sigma–Aldrich/Fluka, St. Louis, MO (isopropanol, formic acid, ammonium formate, methyl tert-butyl ether, and toluene).

Lipid standards [lysophosphatidylethanolamine (LPE) 17:1, lysophosphatidyglycerol (LPG) 17:0, phosphatidylcholine (PC) 12:0/13:0, phosphatidylethanolamine (PE) 17:0/17:0, diacylglycerol (DG) 12:0/12:0/0:0 and 18:1/2:0/0:0, and $d_6$-triacylglycerol (TG) 17:0/17:1/17:0] were obtained from Avanti Polar Lipids (Alabaster, AL) with the exceptions of 12-[[(cyclohexylamino)-methyl]-dodecanoic acid (CUDA) (Cayman Chemical, Ann Arbor, MI) and cholesteryl ester (CE) 22:1 (Nu-Chek Prep, Elysian, MN).

These internal standards were selected based on previous analysis of nonspiked plasma lipid extracts and monitoring their signal (MS\textsuperscript{3} and MS/MS) at the time of their elution. We used this approach to avoid their coelution with lipid species with the same total number of carbons and saturation but differing in fatty acyl constituents.

\textbf{Human Plasma Samples.} For this study, we used a subset of samples from our recent study focused on nutritional phenotyping in response to a test meal containing gamma-linolenic acid.\textsuperscript{21} Briefly, in a single blind, placebo-controlled, crossover design, seven healthy subjects consumed a test meal that consisted of GLA fat (borage oil) or a control fat (a mixture of corn, safflower, sunflower, and extra-virgin light olive oils). Compared to the original study, where all subjects were fed on three separate test days for each test meal, a small modification was needed due to sample limitation. Thus, for this study, six subjects were fed on three separate test days for each test meal, while one subject was fed on two separate test days for a control fat meal and four test days for GLA fat (the fourth set was not used in the original study). Plasma samples collected at 0, 2, and 4 h in response to the test meals were used for analysis. In total, 126 samples were analyzed out of which 42 were baseline samples (time 0 h), 40 were control fat samples (time 2 and 4 h), and 44 were GLA fat samples (time 2 and 4 h).

For quality control, a pool sample consisted of a mixture of nonfasting blood plasma (both control and GLA fat) was used. Also, standard reference material SRM 1950 Metabolites in Frozen Human Plasma (NIST, Gaithersburg, MD) was used.

\textbf{Sample Preparation.} Extraction of plasma lipids was carried out using a biphasic solvent system of cold methanol, methyl tert-butyl ether (MTBE), and water\textsuperscript{22} with some modifications. In more detail, 300 $\mu$L of cold methanol containing a mixture of odd chain and deuterated lipid internal standards [LPE(17:1), LPC(17:0), PC(12:0/13:0), PE(17:0/17:0), PG(17:0/17:0), $d_6$-cholesterol, SM(d18:1/17:0), Cer(d18:1/17:0), sphingosine (d17:1), DG(12:0/12:0/0:0), DG(18:1/2:0/0:0), and $d_6$-TG(17:0/17:1/17:0)] was added to a 40 $\mu$L blood plasma aliquot in a 2 mL Eppendorf tube and then vortexed (10 s). Then, 1000 $\mu$L of cold MTBE containing CE 22:1 (internal standard) was added, followed by vortexing (10 s) and shaking (6 min) at 4 °C. Phase separation was induced by adding 250 $\mu$L of LC–MS-grade water followed by centrifugation at 14000 rpm for 2 min. The concentration of each internal standard can be found in Table S1. Ten aliquots (each 100 $\mu$L) of the upper organic phase were collected and evaporated. The volumes of plasma samples and extraction solvents were used to ensure an aliquot for each platform and one backup. For a single platform, the method can be scaled as shown in refs 21 and 23. Dried lipid extracts were resuspended using a methanol/toluene (9:1, v/v) mixture containing an internal standard CUDA (150 ng/mL), vortexed for (10 s), and centrifuged at 14000 rpm for 2 min prior to LC–MS analysis. The resuspension volume was instrument-dependent (Table S2).

\textbf{LC–MS Analysis.} The LC–MS systems used are listed in Table S2. Each LC system consisted of a pump, a column oven, and an autosampler. Lipids were separated on an Acquity UPLC CSH C18 column (100 $\times$ 2.1 mm; 1.7 $\mu$m) coupled to an Acquity UPLC CSH C18 VanGuard precolumn (5 $\times$ 2.1 mm; 1.7 $\mu$m) (Waters, Milford, MA). The column was maintained at 65 °C at a flow-rate of 0.6 mL/min. The mobile phases consisted of (A) 60:40 (v/v) acetonitrile/water with ammonium formate (10 mM) and formic acid (0.1%) and (B) 90:10 (v/v) isopropanol:acetonitrile with ammonium formate (10 mM) and formic acid (0.1%). The separation was conducted under the following gradient: 0 min 15% (B); 0–2 min 30% (B); 2–2.5 min 48% (B); 2.5–11 min 82% (B); 11–11.5 min 99% (B); 11.5–12 min 99% (B); 12–12.1 min 15% (B); and 12.1–15 min 15% (B). The injected volume was instrument-dependent (Table S2). Sample temperature was maintained at 4 °C. Detailed instrumental parameters for each MS system are described in the Supporting Information.

\textbf{Quality Control.} Quality control was assured by (i) randomization of the sequence, (ii) injection of 10 pool samples to equilibrate the LC–MS system before actual sequence of samples; (iii) injection of pool samples at the beginning and the end of the sequence and between each 10 actual samples, (iv)
Table 1. Overview of Performance of LC−MS Platforms Evaluated

<table>
<thead>
<tr>
<th>platform number</th>
<th>MS platform</th>
<th>unique lipids annotated</th>
<th>lipids with RSD ≤ 30% (QC samples, n = 15)</th>
<th>median RSD for QC samples (n = 15)</th>
<th>median RSD for technical replicates (n = 10)</th>
<th>lipids with VIP ≥ 1 for 2-class PLS-DA model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agilent 6530 (a)</td>
<td>299</td>
<td>279</td>
<td>4.5%</td>
<td>7.3%</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>Agilent 6530 (b)</td>
<td>288</td>
<td>271</td>
<td>6.4%</td>
<td>7.1%</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>Agilent 6550 iFunnel</td>
<td>287</td>
<td>248</td>
<td>5.5%</td>
<td>5.5%</td>
<td>41</td>
</tr>
<tr>
<td>4</td>
<td>Agilent 6560 Ion Mobility</td>
<td>280</td>
<td>264</td>
<td>7.0%</td>
<td>9.9%</td>
<td>42</td>
</tr>
<tr>
<td>5</td>
<td>Thermo Q Exactive HF</td>
<td>307</td>
<td>293</td>
<td>6.3%</td>
<td>6.2%</td>
<td>43</td>
</tr>
<tr>
<td>6</td>
<td>LECO Citius</td>
<td>209</td>
<td>153</td>
<td>19%</td>
<td>10%</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>SCIEX TripleTOF 5600+</td>
<td>297</td>
<td>265</td>
<td>9.2%</td>
<td>9.3%</td>
<td>43</td>
</tr>
<tr>
<td>8</td>
<td>SCIEX TripleTOF 6600</td>
<td>306</td>
<td>293</td>
<td>4.1%</td>
<td>5.8%</td>
<td>42</td>
</tr>
<tr>
<td>9</td>
<td>SCIEX X500R</td>
<td>302</td>
<td>273</td>
<td>7.1%</td>
<td>7.2%</td>
<td>41</td>
</tr>
</tbody>
</table>

“Based on raw data with merged adduct species. “Based on concentration data using class-specific internal standard normalization.

injection of NIST SRM 1950 at the beginning of the sequence and after injection of 100 actual samples; (v) procedure blank analysis, (vi) replicate analysis of 10 blood plasma samples (covering both the extraction and LC−MS analysis), (vii) checking the peak shape and the intensity of spiked internal standards and the internal standard added prior to injection, and (viii) monitoring mass accuracy of internal standards during the run.

Data Processing. Raw data files were converted to ABF format using Reifycs Abf (Analysis Base File) Converter (accessible at: http://www.reifycs.com/AbIConverter/). In case of the X500R instrument, the wi2 files were centroided and exported to mzml format using Proteowizard (v. 3.0.10827) (accessible at http://proteowizard.sourceforge.net/) followed by converting files to ABF format. Raw data files from LECO Citius were exported to mzml format using ChromaTOF-HRT (v. 1.74) followed by converting files to ABF format.

For data processing, MS-DIAL (v. 2.52) software program was used.24 The following parameters were used: retention time begin, 0.3 min; retention time end, 12.6 min; mass range begin, 0.01 Da; mass range end, 1500 Da; MS1 (centroiding) tolerance, 0.3 min; retention time tolerance for retention time correction for the sample (fR = 5.2−8.2 min) compared to DG 18:1/2:0/0:0 (fR = 3.2 min). Sphingosine, MG, and PG species were not detected using current protocol. All internal standards, including DG(18:1/2:0/0:0), MG(17:0/0:0/0:0), and PG(17:0/17:0), sphingosine d17:1, and CUDA were used for retention time correction for the fR = m/z lipid library.

Statistical Analysis and Data Visualization. Multivariate analysis was performed using partial least-squares discriminant analysis (PLS-DA) using MetaboAnalyst.”25 Statistical models were created for both concentration and TIC normalized data after logarithmic transformation (base 10) and Pareto scaling. Exported variable importance in projection (VIP) scores were used for evaluation. For locally weighted scatterplot smoothing (LOESS), MetaBox software was used.27 For metabolic network mapping annotated lipids were imported into the web-based PubChem chemical structural clustering tool (accessible at: https://pubchem.ncbi.nlm.nih.gov) to generate a pairwise chemical similarity matrix. The matrix and PubChem Compound Identifier (CID) pairs for lipids were used as input in MetaBox software for generation of the Cytoscape network file. A threshold of 0.7 Tanimoto score was used to define the similarity cutoff for lipid structures. The final network graph was imported into Cytoscape 2.8.3 (accessible at: http://www.cytoscape.org). Results from statistics generated in MetaboAnalyst were converted into the Cytoscape node attribute file and imported into Cytoscape. The graph was visualized using a yED organic layout algorithm in Cytoscape.

RESULTS AND DISCUSSION

Study Design. A wide range of factors impact the number and nature of detected lipids in untargeted LC−MS-based lipidomics studies. Sample extraction protocols, chromatographic separations, mobile phase compositions and modifiers, ionization modes, mass spectrometry sensitivity, and linear dynamic range, data processing software, and data normalization prior to statistical analysis are considered as key factors.28,29 In this study, we investigated the impact different mass spectrometers might have on the outcome and biological interpretation of a typical plasma lipidomic study. In order to isolate this one potential key factor, we ensured that all other factors remained identical, namely samples, sample preparations, chromatography, and data processing methods.
elution mobile phases, acetonitrile:water (60:40 v/v) and isopropanol:acetonitrile (90:10 v/v). We used a buffer of 10 mM ammonium formate with 0.1% formic acid in ESI(+) that provided the best overall scores over four other commonly used mobile-phase modifier systems. In order to ensure that potential differences in data processing software would not obfuscate statistical or biological results, we used the open source software MS-DIAL for all acquired mass spectrometry data. In addition, we made sure to have a sufficiently high number of samples to enable robust conclusions, using a sequence consisting of total 155 injections per mass spectrometer, including 126 actual study samples, 15 quality control “pool” samples, 2 blanks, 10 technical plasma replicates, and 2 NIST SRM 1950 plasma samples, thus, simulating a large-scale lipidomics study.

In order to focus the comparison of instruments to the most relevant data acquisition, we limited data acquisitions to positive mode electrospray (ESI) because ESI(+) provided more annotated lipids than ESI(−) and also showed the most number of altered lipids in the published gamma-linolenic dietary study. We evaluated nine modern, high-resolution mass spectrometers, comprising 1 single TOF, 1 Q/orbital ion trap, and 7 QTOF instruments (Table 1) operating at a mass resolving power between 10000 and 62000 fwhm.

**Initial Evaluation of LC−MS Systems.** By nominal performance parameters, each mass spectrometer was expected to be different in sensitivity and linear dynamic range. We performed an initial evaluation of each instrument to avoid saturating the ion source and the detector even for highly abundant, coeluting lipids. To this end, we prepared a pool sample from nonfasting blood plasma extracts and determined optimal dilution and injection volumes for each instrument using the most abundant lipid species, PC(34:2) ([M + H]+, m/z 758.5670) and TG(52:4) ([M + NH4]+, m/z 872.7650). At the same time, we checked how dilution of the pool sample influenced the detection of lower abundant lipids such as LPC(18:1) ([M + H]+, m/z 522.3554) and TG(5:4) ([M + NH4]+, m/z 892.7389). Resuspension and injection volumes were considered optimal for linear correlations $R^2 > 0.98$ for both high abundant and low abundant lipids. Simulating samples with lipid concentrations beyond the optimal dilution, we found that 2-fold increase in lipid concentration slightly worsened $R^2$ (0.95–0.97) for high abundant lipid species on some instruments. For low abundant lipid species, $R^2 > 0.97$ was observed within the optimal working range for all instruments. Overall, instruments had a linear dynamic range from 3 to 4 orders of magnitude. Investigating the linearity of response for multiple analytes represents a crucial factor for the validity of LC−MS-based untargeted workflows, especially, when peak intensities are used to estimate lipid concentrations.

Despite using identical chromatographic methods on all nine LC−MS platforms, slight differences in separation were observed, likely due to different lengths and internal diameters of the tubing used in each LC unit. Figures S1 and S2 show examples of separation of two PC(36:3) isomers and three TG(54:6) isomers, respectively, in blood plasma extracts. Insufficient separation of isomers also poses challenges to data processing, specifically during peak picking, recognizing peak apexes and valleys, and aligning peak across all chromatograms. Overall, however, chromatography results were sufficiently similar between the nine LC−MS platforms that bias in reporting peak heights was largely avoided.

---

*Figure 1. Three-class PLS-DA score plots based on annotated lipids in response to dietary challenges. Prior to statistical analysis, class-specific internal standards were used for normalization followed by calculating estimated concentrations ($\mu$M).*
Statistical Comparison of Nine LC−MS Systems in a Large-Scale Lipidomics Study. For each of the nine LC−MS platforms, a series of 155 injections was conducted including actual samples, QC samples, technical replicates, blank samples, and NIST SRM 1950 plasma samples. After data processing in MS-DIAL, we noted changes in adduct ratios, mainly for di- and triacylglycerols (DG, TG), between the instruments and depending on lipid concentrations. Figure S3 shows box plots for the adduct ratios $[M + Na]^+/[M+NH_4]^+$ and $[M+K]^+/[M +NH_4]^+$ for highly abundant TG(54:4), medium abundant TG(54:2), and low abundant TG(54:1) triacylglycerols in blood plasma samples. Alkali adduct ion ratios increased with decreasing lipid concentrations to the point that for some triacylglycerols, $[M + Na]^+$ and $[M+K]^+$ were observed as the dominating species compared to $[M + NH_4]^+$ adducts. On this account, we merged all three types of adducts for each lipid species to reduce data complexity prior to statistical analysis and also to improve the signal intensity for low abundant species. Subsequently, raw data were converted to estimated absolute lipid concentrations by a single-point calibration using one internal standard for each lipid class (Tables S1 and S3).

Reporting molar concentrations is the preferred way to harmonize lipidomic reports across studies.16 It would be difficult to validate using internal standards to estimate concentrations for structurally unidentified lipid signals. Furthermore, biological conclusions are best based on identified compounds, not on unknown $t_r−m/z$ signals. Therefore, we evaluated the statistical performance of the nine LC−MS platforms based on annotated lipids and their reported concentrations. We also used an alternative data normalization approach, using the sum of the peak intensities (TIC) of all annotated lipids for each sample, representing data as fraction intensity of the total observed lipidome. In overall, between 209 and 307 unique lipid species (not including internal standards) were annotated on all LC−MS platforms (Table 1). Using the quality control samples, between 153 and 293 lipids showed acceptable reproducibility defined as

Figure 2. Two-class PLS-DA score plots based on annotated lipids in response to dietary challenges. Prior to statistical analysis, class-specific internal standards were used for normalization followed by calculating "estimated" concentrations ($\mu$M). Detailed individual scores are shown for subjects 2 and 5 as an example indicating that individual lipid profiles were highly consistent between the LC−MS platforms.
Relative standard deviations RSD ≤ 30%, with median RSD ranging from 4.1–19%. Technical replicates showed median RSD ranging from 5.5–10% for all platforms.

Partial least-squares discriminant analysis (PLS-DA) was conducted to find differences between plasma lipidomes at baseline and after nutritional intervention with a test meal high in gamma-linolenic acid fat in comparison to the control fat test meal. Figure 1 shows PLS-DA score plots for the three-class model based on annotated lipids in response to dietary challenges using concentration-based data for all LC–MS platforms evaluated. Strikingly, highly similar patterns were observed for all LC–MS platforms. The score plot indicates that "baseline" (0 h) and control fat groups (2 and 4 h) are more closely related than "baseline" and GLA fat groups, which can be explained by their similar fatty acid composition originating from dietary sources rich in oleic acid (18:1). On the other hand, the separation of GLA fat group reflects the differences in plasma lipid profiles in response to the gamma-linolenic acid rich test meal (18:3). Almost identical patterns were also observed for TIC normalized data (Figure S4), showing that indeed TIC normalizations are a valid representation of data.

Next, we tested if all nine LC–MS instruments correctly described the extent and the biochemical profile differences between the seven subjects induced by dietary challenges. To this end, we conducted a further analysis using a two-class PLS-DA model on the estimated concentrations. Figure 3 shows the metabolic network analysis of the postprandial lipid response to dietary challenges based on the estimated concentrations. The network connects lipid nodes if lipids share high chemical similarity using the PubChem substructure fingerprint Tanimoto scores. Nodes represent lipids which occurred at least once with VIP ≥ 1 over all instruments evaluated. Node sizes scale with average magnitude of VIP values over all instruments. Green nodes represent lipids with VIP ≥ 1, white nodes represent lipids with VIP < 1, gray nodes are used for lipids that were not annotated/detected in particular LC–MS system. Position of each instrument within the node is based on a pie chart.

Figure 4. Estimated concentrations by single-point calibrations across nine instruments. For TG(54:9) and TG(48:6), very similar concentration values are obtained for all mass spectrometers, showing a large increase in concentration in response to high gamma-linoleic acid.
end, we focused on the separation of postprandial samples collected from subjects in response to the control and GF test meals. Using a two-class PLS-DA model, lipid profiles showed clear separation of control fat and GLA fat groups (Figures S5 and S6). Importantly, each subject and their postprandial lipidomic response curve could be recognized based on the position on PLS-DA score plots which indicates that individual lipid profiles were highly consistent between the LC−MS platforms (Figure 2).

The use of variable importance of the projection (VIP) of PLS-DA allowed us to identify lipids that most contributed to the separation of plasma samples based on test meals. In order to visualize which lipids were identified as important (VIP ≥ 1), we created a metabolic network that provided a clear picture of each LC−MS platform (Figure 3). There has been a 75% overlap for the 54 most discriminating lipids based on VIP scores higher than 1, independent of the mass spectrometer used. This result showed that the correct biochemical signature was recognized by any mass spectrometer used. All instruments discovered that TG and DG containing 18:3 fatty acid chains were more concentrated in plasma in response to GF test meal. A few lipids were reported with VIP ≥ 1 only on a single platform. When these lipids were not considered, an overall 92% overlap for the 43 discriminating lipids was achieved in the multivariate statistical analysis. For TIC normalized data, 96% identical lipids were found for the most discriminating lipids at VIP ≥ 1. Thus, when correct adjustments are made for instrumentation, biological studies can be effectively replicated across different high-resolution MS platforms based on PLS-DA statistical analysis.

Last, we focused on how reported lipid concentrations were consistent among all platforms. Figure 4 shows examples for two most discriminating lipid species, TG(54:9) and TG(48:6). These two triglycerides became highly enriched after gamma-linolenic rich test meals. Estimated concentrations calculated by single-point calibrations provided comparable results between all instruments, with averages ranging from 0.8−1.6 μM for TG(48:6) and 0.9−3.1 μM for TG(54:9). Further investigation showed that reported concentrations can be influenced by the signal intensity of particular lipids as shown in Figure S7. While for low- and medium-abundant TG(54:1) and TG(54:2), respectively, comparable results were obtained between all nine LC−MS instruments, the highly abundant TG(54:4) showed less consistent results between the mass spectrometry platforms. This effect is likely due to nonlinearity of calibrations at high peak intensities that cannot be correctly calculated by single-point calibrations.

In principle, harmonizing metabolomic or lipidomic reports can also be achieved by reporting all peaks in relation to a community quality control, for example, the NIST SRM 1950 human plasma pool. Since identical quality control and NIST SRM 1950 plasma samples were injected on each instrument, we attempted to use these control samples for further improving the normalization of absolute concentration estimates. In Figure S8,
we show the highly abundant TG(54:4) as an example for the effects of different normalization schemes. First, we used locally weighted scatterplot smoothing (LOESS) normalization\(^2^7\) using the quality control samples that were injected after each set of 10 actual cohort samples. Subsequently, we tested using the NIST SRM 1950 plasma samples injected at the beginning and after 100 actual cohort samples. For NIST SRM 1950 plasma samples, we defined a single normalization factor for each lipid per LC−MS platform. We used an average \((n = 2)\) of this reference sample run on each platform and calculated the fold change for each lipid relative to the reference sample value for a reference laboratory. Thus, the normalized concentration \(c_i\) for a lipid \(i\), for a platform \(j\) was given by

\[
\text{normalized } c_i = \frac{\text{mean value (lipid } i\text{) in ref material from ref lab}}{\text{mean value (lipid } i\text{) in ref material from instrument } j}\]

where \(i\) is measured lipid and \(j\) is the LC−MS platform. For the reference material, we used reference values from ref \(^2^9\).

Although using QC and NIST SRM 1950 samples for normalization further corrected for instrumental platform effects, insufficient lipid coverage of reference values for NIST SRM 1950 did not permit full utilization of this approach for all lipid species found in biological samples. For instance, reference values were reported for only 18 TG species as isobaric molecular subsets,\(^2^9\) while our LC−MS lipidomics method permitted annotation of 101 isobaric molecular species (113 lipid species including isomer differentiation). Also, NIST SRM 1950 represents a pooled human plasma obtained from healthy individuals after overnight fasting. Thus, some lipid species occurring due to the nutritional intervention were missing in this reference material.

Reproducibility of Quantitative Data in LC−MS Large-Scale Lipidomics Study. For the TripleTOF 6600 LC−MS platform, we performed a between-series reproducibility test. Ninety samples (for five out of seven subjects) were analyzed again, one year after the original data acquisition. We observed a 97% overlap of annotations of detected lipids between these two data sets. Further, supervised multivariate PLS-DA score plots showed nearly identical quantitative patterns (Figure S5a), and in addition, single-point calibrations also yielded highly similar quantitative data for detected lipids in univariate analyses (Figure S5b). Overall, these data demonstrate very good reproducibility of plasma lipidomics using this protocol.

**CONCLUSIONS**

Untargeted LC−MS-based lipidomics analysis can yield nearly identical results even when different mass spectrometers are used. As shown by detailed PLS-DA investigations, individual biochemical profiles of subjects after postprandial meal responses are accurately determined independently which type of high-resolution mass spectrometer was used. More importantly, the same top-hit discriminating lipid species were found by all instruments. Estimated concentrations calculated using single-point calibrations provided highly comparable results between LC−MS platforms tested, paving the way toward robust and repeatable reporting of untargeted lipidomic results within and across human plasma studies. Key to harmonization of results is to avoid saturation of both the instrument’s ion source and the detector by carefully evaluating linear dynamic ranges using serial dilutions and adjusting the resuspension volume and/or injection volume before running actual study samples.
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